
Augmented Reality in Computer Science Education: Exploring the
Benefits of 6DOF Augmented Reality for Teaching Inheritance in Object

Oriented Programming
Mark Steelman∗

ABSTRACT

Object oriented programming is an important set of concepts taught
early on in computer science education, and many of the examples
used to explain object-oriented programming involve real world ex-
amples with tangible objects. These examples are often just ex-
plained in writing and quickly become abstracted and shown as
lines of code, making it hard to grasp these concepts well. Aug-
mented reality (AR) has the potential to make these examples more
intuitive by actually visualizing real world examples with 3D ob-
jects as if they exist in a students real world environment. In this
study we compare the effectiveness of a 6DOF AR version of a tu-
torial on the concept of inheritance in object oriented programming
with an equivalent desktop computer version of the same tutorial.
Our hypothesis was that subjects that go through the AR version
of the tutorial would be able to recall the contents of the tutorial
better than subjects who do the desktop computer version, and that
subjects would enjoy the AR version more. We collected both quan-
titative and qualitative data on a total of 18 subjects split between
two groups and found that on average subjects performed better
in recalling content from the tutorial with the AR version over the
desktop computer version. Also, all subjects liked the AR version
more for a variety of reasons including that it was more interac-
tive, more fun, and could provide benefits that standard learning
mediums could not. Thus, the qualitative and quantitative results
support our hypothesis, although there are still disadvantages to the
AR medium and we discuss how this use of AR can be improved
for future use.

1 INTRODUCTION

Augmented reality is an inherently engaging and interactive
medium and has the potential to significantly improve the learning
experience for students. Technology is also becoming increasingly
important and integrated into people’s daily lives, and as a result
the relevance of understanding technology and topics like computer
science is also increasing. Despite its increasing relevance, com-
puter science is a complicated subject and many people find it too
complex and boring to be worth studying. Given the potential of
AR as an educational tool, we would like to see if AR might be
able to make computer science education more approachable by
making it more fun and easier to learn. So far, there are few edu-
cational tools that provide an interactive and engaging experience,
and most of them are in 2D platforms which inherently limits their
potential interactivity and induced focus. For almost every subject
in education, teachers teach the same content in the same medium
year after year and we believe that it would be more effective to
add new mediums such as AR so that students who struggle with a
given subjects have more options of how they can learn that subject.
There are many unique affordances of AR that provide the option
for experiential and more natural learning processes. There are also
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an increasing number of online learning platforms available today,
and AR could potentially be added to these ecosystems and make
use of features such as multiplayer capabilities so that you could
have many students all present in the same educational experience
from anywhere in the world. We believe that gathering evidence for
the baseline capabilities of AR for improving education quality is
essential to eventually building a robust educational platform that
incorporates technology such as AR and VR.

Object oriented programming is a core aspect of many coding
languages, and it is one of the first set of concepts taught to stu-
dents taking introductory level computer science courses. Since
object oriented programming is so important and often involves real
world examples with tangible objects to explain object oriented pro-
gramming concepts, we feel that AR fits in well to teach these con-
cepts as it allows for digital 3D objects to be viewed and interacted
with in a student’s real world environment. Of the core concepts
in object oriented programming, the concept of inheritance and the
common examples used to explain inheritance with hierarchies of
objects was easy to translate into an 3D AR explanation. The pur-
pose of this study is not only to evaluate AR as a general educational
tool, but also to evaluate AR as a medium that can be used to teach
computer science. As discussed, computer science education is be-
coming increasingly relevant and important, so the results of this
research could have a significant impact on the field of computer
science education.

2 LITERATURE REVIEW

There have been many research projects done that explore the ef-
fects of using Virtual Environments (VE’s) as a learning tool. We
consider the AR medium to be a form of a virtual environment as it
involves 3D virtual objects in a user’s real world environment, but
can also augment that real world environment to blend the virtual
and real worlds. In regards to education, the range of the uses of vir-
tual environments have varied greatly. For example, there have been
projects that have explored the effects of interactivity in virtual en-
vironments within the education space [5]. With Hussein and Nat-
terdal’s study, it relied on qualitative methods to form conclusions.
Important findings included realizing that virtual environments al-
lowed participants to remain more focused because they felt im-
mersed and present in the virtual world as compared to the real
world (where participants felt that they could be easily distracted
by the world around them). However, another factor to consider for
the design of our study is the use of text since text is used as an aid
to the audio clips (as described in section 4). Hussein and Natterdal
concluded that text was harder to read in a virtual application and
that a subject with lots of text to read would be most suitable for 2D
interfaces, while subjects that require simulations and 3D represen-
tations would be a better fit for virtual environments. As our study
primarily focuses on learning through audio narration and visual ex-
amples, difficulties with text reading should not make a significant
impact. There are also other projects that provide interesting insight
into techniques that could potentially provide effective 3D learning.
Ragan, Sowndararajan, Kopper, and Bowman [9] discuss the values
and limitations of supplementing conceptual information with spa-
tial information in educational virtual environments. Participants



in their study memorized procedures in a virtual environment and
then attempted to recall those procedures. Their study was helpful
for detailing ways in which learning within virtual environments
could potentially be tested. Other studies focused on memoriza-
tion in the context of spatial awareness within virtual environments,
specifically how virtual environments aid spatial memory recollec-
tion [1]. The conclusions from this study indicated that spatial and
object memory resulting from interactions with the virtual environ-
ment were enhanced only for aspects of the environment directly
involved in the interaction, specifically, the spatial layout through
which participants were required to navigate. An important aspect
to consider with memory testing is time allocation for recollection,
as it plays a huge factor in the results. In the Brooks, Attree, Rose,
Clifford, Leadbetter study [1], participants were given five minutes
to draw their recollection of the layout of the virtual reality rooms.
This study also indicated that enhanced memory recollection only
occurred in the participants that were active and navigated the vir-
tual environment with the joystick, and had negligible effects on
passive participants who observed the actions of the active partici-
pants.

An essential component to the formation of our research topic is
that AR technology has the power to facilitate learning. While the
two technologies are not the same, both virtual reality (VR) and AR
technologies make use of interaction with digital 3D objects, and
for that reason prior research related to VR in education is relevant
to our study. Studies have shown that the application of VR tech-
nology in education enriches teaching and learning in the current
education model. Virtual learning environments (VLEs) improve
students abilities to analyze problems and explore new concepts.
When immersive, interactive, and imaginational aspects are also
integrated, the virtual learning space allows learners to model, act,
and express anything they want as long as the environment provides
the tools to do so [7]. This study defines four principle components
of VLEs: Knowledge Space, Communication Community, Active
Action, and Facility Toolkit. These four principles will be help-
ful in guiding us in the direction of creating a holistic teaching and
learning tool that follows the guidelines of virtual learning environ-
ments. Furthermore, this study provides insight into interaction en-
hancing active learning, which is consistent with other studies that
have been conducted within the virtual environment space. From
these studies, strong conclusions can be drawn that interaction in
virtual environments is necessary for learning in VLEs to be suc-
cessful. Interaction can come in a variety of forms, including more
passive interaction such as the inclusion of additional sensory in-
puts/outputs that have been shown in other studies outside of vir-
tual reality to improve memory as a result of the emotional and
other psychological states that other senses trigger. Dinh, Walker,
Song, Kobayashi, and Hodges [4] investigated the effects of tac-
tile, olfactory, and audio sensory cues on the sense of presence and
memory in a virtual environment, finding a positive correlation be-
tween increased sensory modalities and the users sense of presence
and memory for objects in the VE. Interestingly, while increasing
the fidelity of the three aforementioned senses increased memory
and presence, increasing visual detail did not correspond with in-
creased memory or presence. There have been previous predictions
of such observations (such as Ivan Sutherlands) about visual realism
and that it would not necessarily contribute to increased presence,
so we will probably not focus too heavily on the visual quality of
our experimental design as long as it is minimally convincing.

Another important aspect crucial to the success of our study is
how information within a virtual environment will be presented.
As we would like to explore VEs within any educational context,
the aim is to be able to use this virtual environment to help facili-
tate learning of abstract or complex symbolic concepts (potentially
related to the space). Bowman, Hodges, Allison, Wineman [2]
conducted a study to compare learning between traditional lectures

and classroom material enhanced with the use of a virtual environ-
ment in the context of a zoo exhibit. The participants were given
tests on material relating to specific information about the design of
the zoo exhibit habitat. Students who had their learning augmented
by the virtual environment performed better on the test, suggesting
that students were able to draw on their experiences in VEs in edu-
cational settings where virtual environments were used to augment
learning. From studies like this one, it is intuitive that virtual en-
vironments are better at creating associations between spatial and
abstract information, and they add a strong experiential component
to educational settings. An important factor in this study was the
time after the study in which the test was given - students were
unaware that they were participating in an experiment and that they
would be tested, and the test was given five days after students were
presented the content so that they could internalize the material as
they would in a classroom setting, and so that too short of a time
post the experiment wouldnt serve as a confounding variable.

As designers of the AR interface that will be used for our study,
we recognize that the success of the study also depends on the us-
ability of the AR interface. Wickens [10] argues that the naturalness
of the interface must be increased to reduce the cognitive effort re-
quired by the user to navigate and interpret the VE. By aspiring to
make the interface as natural as possible, we avoid the possibility of
participants experiencing the cognitive overload of processing new
material while learning how to navigate an augmented environment
in unfamiliar ways. As Wickens points out, we want to mitigate any
distractions from learning due to usability issues of the interface.

Since part the motivation for our research is to work towards
a widely applicable educational tool that uses AR to enhance any
and all relevant topics in education, it is important that we con-
sider the attributes of VLEs in relationship to educational theory
and pedagogical practice. Bricken [3] discusses several key aspects
of VR that have inherent ties to educational theory, including the
experiential nature of VR, the natural interaction with information
that is afforded, the possibility of shared experiences, and the flex-
ibility of VR to be tailored to individuals. In education there are
almost always multiple paths to achieving learning outcomes, but
usually certain paths are more efficient and effective than others,
and AR may be able to assist in providing access to those better
paths when otherwise unavailable. For instance, there are many
situations in which abstract methods are used to describe or teach
inherently experiential or physically interactive concepts like ar-
chitectural design where there are usually insufficient resources to
learn this through non-abstract methods. Many educational institu-
tions struggle to provide sufficient individual attention to students
due to the lack of teachers or resources, but since AR can be used to
collect individual data that can be analyzed, the barrier to individual
tailorship can be significantly reduced. However, despite the many
affordances of AR, there are still various challenges such as infor-
mation accuracy (sometimes difficult to translate content accurately
into AR), fear of overburdening the teachers, lack of historical per-
spective, and other issues that have yet to even be discovered.

There has also been research showing the affective outcomes of
using AR for STEM education. Ibez and Delgado-Kloos [6] found
in their meta-analysis of studies related to AR’s use in STEM ed-
ucation that some of the most frequent outcomes were motivation,
attitude, enjoyment, engagement, and interest. This further sup-
ports our intuition that AR is an appropriate medium to improve
the quality of computer science education. In order to come up
with a tutorial for teaching the concept of inheritance in object ori-
ented programming in a way that is purely conceptual and involves
an example with real world objects so that both the AR and desktop
computer versions of the tutorial can be created with the same con-
tent, we looked for well reviewed conceptual explanations of object
oriented programming and inheritance. We found a simple but ef-
fective article that gives this explanation and used this as a basis for



the creation of our tutorial [8].

3 HYPOTHESIS

Our overall hypothesis was two fold: subjects that completed the
AR version of the inheritance tutorial would be able to better recall
the contents of the tutorial, and at the same time they would find
the tutorial more enjoyable and preferable. The first part of this
hypothesis was influenced by the fact that the experiential nature of
AR and the natural interaction with information that is afforded pro-
vide a solid foundation for using AR as an educational tool [3]. The
content of the tutorials is also the same, so the difference between
the two versions of the tutorial are just the interaction interface, and
since the AR interface requires more active and involved interac-
tions, we would assume that the subject is more actively involved
with the AR version of the tutorial. The second part of this hypoth-
esis was formed because we knew that prior studies with AR have
shown positive sentiments related to the use of AR devices [8]. Our
study involves the use of an AR device of much higher quality and
fidelity, so we expected these sentiments to be even stronger. Also,
since the device that we used in the study is relatively new, we ex-
pected that this would be a new experience for the majority of our
subjects which itself is likely to contribute to the subjects enjoying
and being fascinated by the AR version.

4 EXPERIMENTAL DESIGN

In this experiment, there were two groups of participants: the group
that went through the AR version of the inheritance tutorial first and
the group that went through the desktop computer version first. For
the sake of simplicity, we will call these groups the AR group and
the desktop group respectively. Participants were randomly placed
into one of the two groups. Before beginning the tutorial, sub-
jects from both groups read and signed an informed consent form
and also completed a background information questionnaire that
assesses their experience with video games and virtual/augmented
reality environments. Both versions of the tutorials have the same
12 steps, but the audio clips, visualizations, and interaction meth-
ods are modified slightly to adapt appropriately to the device. These
modifications do not affect the content of the tutorial, which is the
same across both versions.

After completing the consent form and background question-
naire, the subjects from the AR group were given a training phase
to get used to the AR device and the controls necessary for com-
pleting the AR version of the inheritance tutorial. Once ready, the
subjects from the AR group then went through the AR version of
the tutorial and upon completion were asked to sit down and answer
five interview questions to see how well they understand the parts
of the tutorial. Then they were given a subjective feedback ques-
tionnaire to complete that asked them about their feelings about the
AR tutorial. Next, the subjects from the AR group went through
the desktop computer version of the tutorial and upon completion
were given another subjective feedback questionnaire to complete
that asked them questions about comparing the two versions of the
tutorial. After this the AR group was done with the experiment.

For the desktop group, after completing the consent form and
background questionnaire, the subjects were not given a training
phase as it was assumed that they were familiar with the standard
computer device and immediately went through the desktop com-
puter version of the tutorial. Upon completion the subjects from the
desktop group were asked to answer five interview questions to see
how well they understand the parts of the tutorial. Then they were
given a subjective feedback questionnaire to complete that asked
them about their feelings about the desktop computer tutorial. Next,
the subjects from the desktop group went through the AR version
of the tutorial and upon completion were given another subjective
feedback questionnaire to complete that asked them questions about

comparing the two versions of the tutorial. After this the desktop
group was done with the experiment.

4.1 Participants
18 voluntary, unpaid participants were recruited in total, out of
which 11 were male and 7 were female. The mean age of the par-
ticipants was 21 years old. From the background survey the partic-
ipants completed prior to the experiment, 14 of the participants had
previous experience in a virtual environment using a head-mounted
device. The participants came from a variety of different educa-
tional backgrounds and levels ranging from public policy to biol-
ogy, and all were undergraduate students except for one graduate
student. None of the participants had any experience with computer
science education or stereoscopic AR glasses.

4.2 Experimental Procedure
In this section we will describe in more detail the experimental pro-
cedure for both the AR group and the desktop group. For the AR
group, first they go through a training phase to get used to the AR
device. This training phase involves showing the subjects from the
AR group how to put on the headset correctly, how to hold the con-
troller, how to reach out and select/grab an object with the controller
using the bumper button, and how to deselect/drop an object with
the controller using the bumper button. Then they begin the tuto-
rial by grabbing the digital blue cube on the table (Figure 1) next to
the set of 3D printed tool objects and dropping the blue cube onto
the pink platform on the ground behind them (Figure 2). This is a
simple way to add 3D interaction to the procedure so that they are
getting their body and senses involved. This causes the first pow-
erpoint slide (Figure 3) to float upwards from the ground where the
blue cube was dropped and the audio clip narration for step 1 be-
gins (see Appendix for all slides and audio clip scripts). At the end
of audio clip for step 1, the subject is instructed to pick up the blue
cube again from the same spot on the table and drop it on the next
pink platform to move on to the next step. This process repeats for
the first 5 steps which include the 5 slides to go along with the audio
narration. However, the pink platform is in a different place at each
of these first 5 steps so that the subject is forced to move around the
room a little more, adding to the interaction and engagement. Also,
on step 3, the subject is prompted to look at the variables and meth-
ods of the tool class floating above the 3D printed tool handle on
the table (Figure 4). At the end of step 5, the subject is prompted to
move on to the tool example with the set of 3D printed tool objects
on the table. Steps 6-12 guide the subject through grabbing the tool
objects and creating different child classes of the tool class (see Ap-
pendix for pictures of these steps). Then the subject is instructed to
return the headset and controller to the experiment supervisor and
finishes the remaining parts of the experiment that we previously
described (interview, subjective feedback questionnaire 1, desktop
computer tutorial, and subjective feedback questionnaire 2).



Figure 1: Blue cube that subject grabs to drop on pink platform

Figure 2: Pink platform that subject drops blue cube on to cause the
next slide to appear

Figure 3: Slide that floats upwards from the ground where the blue
cube was dropped

Figure 4: Variables and methods of the tool class floating above the
3D printed tool handle

For the desktop group, they begin the tutorial by clicking the start
tutorial button which causes the audio clip for step 1 to begin and
the first slide to appear (see Appendix for all slides and audio clip
scripts). Just like the AR version of the tutorial, the first 5 steps all
have slides to go along with the audio clip. For these 5 steps, there
is a common interface (Figure 5) that the subject use to go onto
the next steps with a next step button that the subject is prompted
to click at the end of the audio clip for each step. For steps 6-12,
there is the tool example interface (Figure 6) that the subject uses
to go through creating copies of the tool objects and creating dif-
ferent child classes of the tool class (see Appendix for audio clip
scripts for these steps that describes what the subject is instructed
to do at steps 6-12). Then the subject finishes the remaining parts
of the experiment that we previously described (interview, subjec-
tive feedback questionnaire 1, AR tutorial, and subjective feedback
questionnaire 2).



Figure 5: Slide interface for steps 1-5 of the desktop computer tu-
torial version

Figure 6: Tool example interface for steps 6-12 of the desktop com-
puter tutorial version

For both the AR group and the desktop group, the interview
questions and subjective feedback questionnaires were exactly the
same so that we could compare the data between the two groups.
There were 5 questions for the interview. Question 1: What is a
programming language? Question 2: What is an object oriented
programming language? Question 3: What are the features of an
object in an object oriented programming language? Question 4:
Why is it useful to use the principle of inheritance in object oriented
programming? Question 5: How can we use inheritance to create
new classes of objects? For all 5 questions, there was a rubric (see
Appendix for questions and rubrics) for giving a score between 0-3
that assessed how well the subject was able to answer the question
based on the content of the tutorial. The reason we decided to use
an interview with open ended questions as our method for quanti-
tatively assessing the participants’ ability to recall content from the
tutorial was because it allowed us to collect quantitative data while
making sure that there was not a ceiling effect that would be pos-
sible had we given a multiple choice test since the content was so
fresh on their mind. We felt that this would also make participants
more likely to give extensive answers than if they were just to fill
out short answer questions on paper.

The first subjective feedback questionnaire asks the subject 5
questions using a 1-7 Likert scale to assess how they felt about the
first tutorial they completed (see Appendix for subjective feedback
questionnaire questions). After those 5 questions there is a space
for subjects to leave any comments or questions they had. This is
used to see how the subject felt about the tutorial before they have
had a chance to go through the other version of the tutorial. The
second subjective feedback questionnaire asks the subject 4 open

ended questions about both versions of the tutorial since they will
have gone through both versions of the tutorial before they answer
this second questionnaire (see Appendix for subjective feedback
questionnaire questions). This questionnaire is used to see what
the subject thinks about the two versions of the tutorial in hindsight
of knowing what both are like. Both of these subjective feedback
questionnaires are useful for us to understanding the participants’
experience of the study and to provide some reasoning for the quan-
titative results.

4.3 Apparatus
In our experiment, for the AR version of the tutorial we used the
Magic Leap One augmented reality glasses and the Magic Leap
Control (the controller) that provided participants with the ability
to see and interact with 3D digital objects in the study environment
such as digital replicas of the 3D printed tool objects laid out on the
table (Figure 7). The headset has integrated speakers for each ear
that allows the user to hear audio input. For the desktop computer
version of the tutorial we used a laptop. Both versions of the tu-
torial were created using Unity, with 3D models downloaded from
Thingiverse. Those same 3D models were used to make 3D prints
of the tools that were put on the table for the AR tutorial. Due to
the irregularity of the tracking of the real world environment on the
Magic Leap device, we put a green paper table cloth over the table
so that the headset was able to consistently track the table since the
table cloth was not reflective and reflection without the table cloth
caused the headset to improperly spatially map the table.

Figure 7: Magic Leap One apparatus and table with 3D printed tool
objects

5 RESULTS

We performed an analysis of qualitative and quantitative results
from the interview questions and subjective feedback question-
naires that participants were asked to complete. The following sec-
tions summarize the data and information collected from the 18 par-
ticipants that completed the experiment.

5.1 Quantitative Results
As previously mentioned, we had 2 groups of subjects, the AR
group and the desktop group, each of which answered the same
set of interview questions after completing the AR version of the
tutorial and desktop computer version of the tutorial respectively.
We calculated the average score for each of the 5 questions (out of
3) as well as the average total score for all 5 questions (Figure 8).
These values are the primary performance measure that we used to
assess the participants’ ability to recall the essential content from



the tutorial on object oriented programming and inheritance. Per
the first part of our hypothesis, we expected to see higher scores for
the AR group than the desktop group.

Figure 8: Average group scores for interview questions

Using these average score values for each group, we also calcu-
lated the standard deviation for each of the 5 questions to see how
much variability there was in the performance of subjects in each
group. Given the small range of possible scores, we expected the
standard deviations to be small and not provide much insight, but in
the case of a higher standard deviation that could tell us what parts
of the tutorial gave some subjects more trouble than others.

Figure 9: Standard deviation of scores for interview questions per
group

Since one goal of our study is to see how the AR version of the
tutorial can potentially improve recall ability over the desktop com-
puter version, analyzing the score differences between the different
groups is essential to evaluating our hypothesis. We also tracked
the length of the interviews to see if there was any difference be-
tween the two groups in terms of how long it took for subjects to
answer the interview questions, but did not expect a significant dif-
ference since the amount of content being asked about was small.
We calculated the average interview times for each group. For the
AR group, the average interview time was about 109 seconds, and
for the desktop group the average interview time was about 117
seconds.

5.2 Qualitative Results

The participants were given subjective questionnaires so that the
information we received would be as holistic as possible. It was
useful because it gave participants to explain their feelings towards
the first tutorial they did before trying the other as well as their feel-
ings towards both versions of the tutorial after they tried both. In the

first subjective questionnaire after completing the interview, partic-
ipants were asked to rate their opinions on 5 aspects of the tutorial
based on a 7 point Likert scale. We calculated the average of these
scores for each group, and per the second part of our hypothesis
we expected to see higher scores for the AR group than the desktop
group.

Figure 10: Average group scores for subjective feedback questions
after first version of tutorial was completed

As part of the first subjective feedback questionnaire before the
subjects tried the other version of the tutorial, we also gave them
the opportunity to share any comments or questions they had re-
garding the tutorial. We will summarize the responses from both
the AR group and the desktop group. For the AR group, 3 subjects
mentioned that the hands on experience with AR was helpful for
learning. The remaining comments were not repeated across mul-
tiple subjects: it was difficult to read text in AR, it was easy to be
distracted by AR since it is new (but over time this would dimin-
ish), sometimes the AR interface was confusing, the headset gave a
bit of a headache, and the field of vision was not great.

For the desktop group, 4 subjects said that the tool example
was most helpful. 2 subjects said that the interface was clear, user
friendly, and easy to use. 2 subjects felt that the slide portion was
boring and harder to remember. The remaining comments were not
repeated across multiple subjects: combining objects was a little
conceptually unclear, and the desktop version was generally bor-
ing.

With the second subjective feedback questionnaire after the sub-
jects had tried both versions of the tutorial, we will summarize the
responses from both groups together. For the first question about
which tutorial the subject liked better and why, all 18 subjects pre-
ferred the AR version and most of the commentary was positive
with respect to the AR version. 10 subjects said it was more inter-
active, 2 said it forced them to focus, 2 said it was more engaging
and interesting, 2 said it was more fun, and 2 said it gave a tactile
sense that you can’t get on a computer. The remaining comments
with respect to this first question were not repeated across multi-
ple subjects: the interaction made concepts easier to understand,
the combination of tactile and auditory learning styles helped, there
was a game like feel to AR, it was easier to follow, there was more
active learning over passive learning, there was better visualization,
and the example was especially done well. While all of these were
positive comments with respect to the AR version of the tutorial,
there were two comments that were more negative (not repeated):
they paid more attention to the content of the slides during the desk-
top version, and sometimes lost focus.

For the second question about the advantages of each version of
the tutorial, we will summarize the advantages mentioned for each



version. With the AR version, 6 subjects said it was more engaging,
5 said it was more interactive, 2 said it was more likely to capture
attention, 2 said it was more entertaining, and 2 said it was bet-
ter for hands on learners. The remaining comments with respect
to AR in this second question were not repeated across multiple
subjects: it has experiential learning, it was more physical, it was
more memorable for a visual learner, it was more immersive, it was
more gamelike, it was easier to learn the material, there was active
learning, the abstract concept was taught in a more representative
manner, they could see how AR could visualize things that couldn’t
be visualized otherwise, it was cool because it was new, and the vi-
sualization of merging tools was helpful for explaining inheritance.
With the desktop computer version, 5 subjects said it was easier to
focus, 4 said it was more direct, 4 said it was more accessible, 3
said it was quicker, 3 said it was easy to navigate, 2 said it was fa-
miliar, and 2 said it was less distracting. The remaining comments
with respect to the desktop computer version in this second ques-
tion were not repeated across multiple subjects: it was less blurry, it
was less glitchy, it was better for visual learners, it was interactive,
it was more user friendly, and it was easier to read.

For the third question about the disadvantages of each version
of the tutorial, we will summarize the disadvantages mentioned for
each version. With the AR version, 5 subjects said it was distract-
ing, 4 said it requires getting used to the device, 4 said there were
more bugs/glitches, 3 said it was not accessible, 2 said it was dif-
ficult to read, and 2 said there was a limited field of view. The
remaining comments with respect to AR in this third question were
not repeated across multiple subjects: it was challenging to navi-
gate, the visuals were less clear, it takes extra time, it was harder
to set up, it is confusing to newcomers, it was harder to focus be-
cause of the cool factor, it could be more interesting, and it was
disorienting. With the desktop computer version, 11 subjects said it
was boring, 7 said it was harder to pay attention, 3 said it was less
engaging, 2 said it was less interactive, and 2 said it was easier to
passively watch. There were only two non-repeated comments with
respect to the desktop computer version in this second question: it
was harder to remember, and it was not hands on.

For the fourth question about whether the subject would like to
use either of the interfaces for future tutorials and why, we will
summarize what subjects said about both the AR and desktop com-
puter interfaces. With the AR interface, all 18 subjects said they
would like to use the AR interface for future tutorials. As for the
repeated reasons why, 4 subjects said it has lots of potential, 4 said
it was fun, 3 said it was engaging, 2 said it was novel, 2 said it
was interesting, and 2 said it can make people interested in topics
that would otherwise be uninteresting. The remaining comments
with respect to AR in this fourth question were not repeated across
multiple subjects: it was interactive, it was exciting, it was clear,
there was a well rounded understanding of material, it was immer-
sive, it was good for complicated topics, and it could bring in more
users. With the desktop computer interface, 7 of the 18 subjects said
they would also use the desktop computer interface for future tuto-
rials and the following comments were mentioned but not repeated
across multiple subjects: it used concrete examples, it is portable, it
is interactive, and it is simple but effective.

Since the second goal of our study is to see if AR can make
computer science education more enjoyable and preferable, ana-
lyzing the subjective feedback from the two groups is also essential
to evaluating our hypothesis. In addition, understanding the general
trends from this qualitative data can help provide an explanation for
the quantitative data gathered.

6 DISCUSSION

Both the quantitative and qualitative results of our study are very
valuable and in general have both supported the two parts of our
hypothesis. For the most part, the results speak for themselves, but

nevertheless we discuss our interpretations of the results and their
implications for the future of AR in computer science education in
the following sections.

6.1 Interpreting the Quantitative Results

The quantitative results showed a relatively consistent pattern of
higher recall scores for the interview questions with the AR group
over the desktop group. This can be seen pretty clearly in Figure
8, as the average score for every question other than question 2
was higher for the AR group than it was for the desktop group.
Using the total average score and the total standard deviation for
all 5 questions for each group, we calculated a p-value to see if
the difference between these total scores is statistically significant.
The p-value we calculate was approximately 0.027, which is below
the commonly accepted significance threshold of 0.05, so we can
accept the first part of our hypothesis as being supported by our
quantitative results. As for the difference in the average time it took
for subjects to complete the interview, this difference was not close
to statistically significant and there is no reason to believe that there
is any correlation with our hypothesis.

A number of the qualitative results provide us with insight as to
why this may have occurred, but the ones that stand out the most
are that the AR tutorial was more interactive, caused the subjects
to focus more, was more engaging and fun, and had the ability to
make subjects interested in an educational topic that they would
otherwise have no interest in. While this finding is certainly a posi-
tive indication of AR’s capability to be an effective tool in computer
science education, it is still important that we acknowledge that this
result pertains to a tutorial on a very small set of content and fur-
ther research must be conducted to see just how broadly AR can
be applied in computer science education or other educational top-
ics. The concept of inheritance is often explained in a somewhat
abstract way, so it is certainly positive that AR can help explain a
somewhat abstract concept, although compared to many other con-
cepts in computer science inheritance is far less abstract. Another
factor that is important not to ignore is that none of our subjects
had ever experience AR glasses before, so it makes sense that they
would be more excited and pay more attention to this novel device.
As a result, it is unclear whether the qualitative descriptions about
the AR tutorial being more exciting and attention grabbing would
hold if the subjects had been used to the device. Despite these reser-
vations, the statistical significance of the quantitative results abso-
lutely warrants further research.

6.2 Interpreting the Qualitative Results

The first part of the qualitative results from the first subjective feed-
back questionnaire interestingly did not show that the AR group
gave significantly higher scores on the 7 point Likert scale ques-
tions. For all 5 of these 7 point Likert scale questions, the AR group
did give a higher rating than the desktop group, but only slightly,
and the p-value calculated for this difference was not close to be-
ing significant. However, we believe these results may be explained
by the content of the tutorial rather than the interface. Question 1
for instance asks about how much the subject feels that they have
learned, and since the content being learned is the same for both
groups, it does make sense that the two groups feel that they have
learned about the same amount. These questions also do not di-
rectly ask the subjects to compare the two interfaces. The responses
in the question asking the subjects to leave any comments or ques-
tions after the Likert scale questions may also explain why these
scores were not significantly different. For the AR tutorial, while
3 subjects said that hands on experience with AR was helpful for
learning, the rest of the comments were negative and talked about
the various issues of using the device including the difficulty to read
text, ease of distraction, confusion, headaches, and poor field of
view. These negative aspects may explain why subjects in the AR



group did not give higher Likert scale scores.
The second part of the qualitative results from the second subjec-

tive feedback questionnaire, however, very consistently indicated
that the AR tutorial was preferable and more enjoyable, which sup-
ports the second part of our hypothesis. In the first question of this
second subjective feedback questionnaire, all 18 participants pre-
ferred the AR version, and this unanimous result arguably trumps
the lack of support from the results of the Likert scale questions in
the first subjective feedback questionnaire. The fact of the matter
is, once the subjects had seen both versions of the tutorial, there
was pretty much no question which one they liked more. Sure, the
question that followed about the disadvantages revealed a number
of downsides to the AR version, but the benefits of the AR version
clearly outweigh these downsides. It still shouldn’t be ignored that
7 of the participants also would use the desktop computer interface
in the future, and these results by no means suggest that we should
just replaced traditional computers with AR devices, but there were
many benefits from the AR device that could not be attained with
the desktop computer device. Again, we should still be wary of the
fact that none of the participants had ever tried AR glasses before,
so it’s possible that the novelty of the device played an important
part in the qualitative results observed. What was especially posi-
tive though was that 2 subjects explicitly said that AR could make
people interested in topics that would otherwise be uninteresting
to them. This speaks to the core goal of the study: addressing
the problem that computer science education is increasingly rele-
vant but often unapproachable to students from a non-STEM back-
ground. For students that would end up being interested in com-
puter science education on their own, AR could certainly make that
education process easier and more enjoyable, but we are not as con-
cerned with students that are already interested in computer science
education. By making introductory computer science concepts eas-
ier and more enjoyable to learn, we can theoretically bring in many
more students into computer science education which as we discuss
is increasingly important to address many of the world’s problems
that involve computer technology.

7 CONCLUSIONS AND FUTURE WORK

The use of augmented reality in education has been explored to
some extent already, but 6DOF AR devices have only been widely
available since the release of the first Hololens device and there
have not been many studies investigating the educational potential
of 6DOF AR. Beyond that, there has been even less investigation
into the use of AR for computer science education and the abstract
concepts within it. This study has provided some important findings
that 6DOF AR can be used both to improve students’ abilities to re-
tain information from introductory computer science curricula and
at the same time enjoy the process more. Our study has shown that
AR can make students more interested in computer science topics
that they would otherwise not be interested in, that it can make cer-
tain concepts feel less abstract, and that there are benefits like levels
of engagement and interaction that cannot be achieved with other
existing educational mediums. Along with these benefits, however,
are a number of hurdles that still need to be overcome in order for
AR to become widely used in educational settings. AR needs to be-
come more accessible, easier to use, and less glitchy (especially the
tracking reliability). Aspects of the optical quality of AR devices
need to be improved as well, such as readability and field of view.

While this study is a good start, a lot of future research needs to
be done in addition to improvements to the hardware in order for
educational institutions to feel confident that adding AR devices to
their ecosystem of educational tools is worthwhile. We need to test
the application of AR on larger, more complex curricula, both in the
field of computer science and otherwise. We need to see if findings
like the ones from this study will hold true with participants who are
well versed with AR technology and do not have the novelty factor

influencing their experience. We also need to explore the implica-
tions of multiplayer AR experiences and the benefits, downsides,
and complexities that come along with them. Since we have ob-
served a wide variety of subjective responses in this study, running
these kinds of experiments on larger and more diverse populations
is also essential to understanding the robustness of AR’s potential
as an educational tool and who it is for. Despite the long road ahead
before the potential widespread adoption of AR, these initial find-
ings present an exciting road map for the future of technology in
education.
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A AUDIO CLIP SCRIPTS

A.1 AR Version

(Initialize app with orientation of objects before giving headset to
subject)
(Give headset to subject)

(Not pre-recorded) In this tutorial, you can select objects by
reaching out to them so your controller is touching the object and
then press the bumper button to select. The tutorial will prompt you
to select 3D objects, so make sure to only select the digital objects
and dont bump the controller into real-world objects.

(Not pre-recorded) Please make sure to listen carefully until each
audio clip has fully finished and then follow the instructions at the
end of each audio clip. Also, please dont play around or do anything
you are not instructed to do. When youre ready, select the blue cube
on the table, bring it over the pink cube on the ground, and press
the bumper button again to drop the blue cube onto the pink cube.
This will start the tutorial.

Step 1: At a very basic level, a programming language is a set
of commands and instructions that allow humans to communicate
with a computer to create a software program. Just like we use
human languages to tell humans to do something, we use program-
ming languages to tell computers to do something. Even though
programming languages can seem extremely foreign and too com-
plex to understand, they are designed in a way that allows us to
solve problems with the same kind of logic that we use to solve
everyday problems. Object oriented programming languages are a
type of programming language that treats pieces of code as objects,
and these objects belong to what is called a class that describes a
certain type of object. Pick up the blue cube from the table again
and drop it onto the next pink cube on the floor to go to the next
step.

Step 2: One way of thinking about objects and classes is in the
case of tools like the ones on this table. Each tool has certain prop-
erties and can help us accomplish certain tasks. Lets say we repre-
sent a tool class with this tool handle, and the objects that belong
to this class are tools like the hammer, knife, and scissors. Each in-
dividual tool object is considered an instance of the tool class, and
there can be multiple objects that belong to the same class. Drop
the blue cube on the next pink cube to continue.

Step 3: In object oriented programming, classes and instances
of classes will have properties that we call variables, and they will
also have functions that allow them to do something that we call
methods. For instance, if you look at the tool handle you can see the
tool class has three variables: handle type, size, and weight. It also
has has two methods: pick up and put down. There are a number
of principles of designing and creating objects in object oriented
programming, and one of the core concepts used in creating objects
is called inheritance. Drop the blue cube on the next pink cube to
continue.

Step 4: When we are designing different objects to create dif-
ferent functionality that we want, often times these objects are very
similar. They share common logic. But theyre not entirely the same.
When creating a lot of objects, it can be tedious to have to do the
same work over and over to create new classes of objects. How do
we reuse the common logic and extract the unique logic into a sep-
arate class so that we dont have to do redundant work? Inheritance
is a concept in object oriented programming that helps us achieve
this. Drop the blue cube on the next pink cube to continue.

Step 5: The idea behind inheritance is that you create a child
class by deriving from another parent class. This way, we form a
hierarchy. The child class reuses all variables and methods of the
parent class and can implement its own unique variables and meth-
ods. Lets consider the tool example to see how to use the concept
of inheritance. Select the tool example cube above the tools on the
table to learn how to create new classes of tools.

Step 6: Say we want to create a hammer child class that belongs
to the tool parent class. Create a new instance of the tool class by
selecting the digital handle representing a tool object above the real
tool handle. This will cause you to grab a new copy of a tool object.

Step 7: Now hover your controller over the table to the right of
the tool handle and press the bumper button again to drop the tool
object copy on the table.

Step 8: Next, grab a copy of the hammerhead part by selecting
the digital hammerhead part above the hammerhead. Then bring
your controller and the hammerhead copy over to the tool object
you just dropped on the table until the hammerhead touches the
tool object.

Step 9: Good job, youve created a hammer child class that has
the same variables and methods as the tool parent class as well as a
new unique method, hit. Now lets create a knife child class. Like
you did before, grab another digital copy of the tool object and drop
it on the table to the right of the hammer you just created.

Step 10: Now grab a digital copy of the knife blade part above
the knife blade and bring the copy over to the tool object you just
dropped on the table until the two objects touch.

Step 11: Awesome, now youve created a second child class of
the tool parent class, the cutting tool class. This class inherits the
variables from its parent class and adds a new method, cut, as well
as a new variable, sharpness. With inheritance, you can also create
a child class of a child class that becomes part of the class hierarchy.
Lets do this by creating a scissors class that is a child of the cutting
tool class. To do this, you will see a digital knife copy above the
physical knife object on the left. Grab a new copy of the knife
object and then drag it over to the knife object you just created until
the two knives touch.

Step 12: You got the hang of it. Now youve created the scis-
sors class which inherits everything from the tool and cutting tool
classes, and adds a new method, snip.

By using the principle of inheritance, each class adds only what
is necessary for it while reusing common logic from the parent
classes. Thats the basics! You have now finished the tutorial. Please
give the controller and headset to the supervisor now.

A.2 Desktop Version
(Not pre-recorded) Please make sure to listen carefully until each
audio clip has fully finished and then follow the instructions at the
end of each audio clip. Also, please dont play around or do anything
you are not instructed to do. When youre ready, select the start
tutorial button.

Step 1: At a very basic level, a programming language is a set
of commands and instructions that allow humans to communicate
with a computer to create a software program. Just like we use
human languages to tell humans to do something, we use program-
ming languages to tell computers to do something. Even though
programming languages can seem extremely foreign and too com-
plex to understand, they are designed in a way that allows us to
solve problems with the same kind of logic that we use to solve
everyday problems. Object oriented programming languages are a
type of programming language that treats pieces of code as objects,
and these objects belong to what is called a class that describes a
certain type of object. Select the next step button to continue.

Step 2: One way of thinking about objects and classes is in the
case of tools like the ones shown. Each tool has certain properties
and can help us accomplish certain tasks. Lets say we represent a
tool class with the tool handle, and the objects that belong to this
class are tools like the hammer, knife, and scissors. Each individual
tool object is considered an instance of the tool class, and there can
be multiple objects that belong to the same class. Select the next
step button to continue.

Step 3: In object oriented programming, classes and instances
of classes will have properties that we call variables, and they will



also have functions that allow them to do something that we call
methods. For instance if you look at the tool handle you can see the
tool class has three variables: handle type, size, and weight. It also
has has two methods: pick up and put down. There are a number
of principles of designing and creating objects in object oriented
programming, and one of the core concepts used in creating objects
is called inheritance. Select the next step button to continue.

Step 4: When we are designing different objects to create dif-
ferent functionality that we want, often times these objects are very
similar. They share common logic. But theyre not entirely the same.
When creating a lot of objects, it can be tedious to have to do the
same work over and over to create new objects. How do we reuse
the common logic and extract the unique logic into a separate class
so that we dont have to do redundant work? Inheritance is a concept
in object oriented programming that helps us achieve this. Select
the next step button to continue.

Step 5: The idea behind inheritance is that you create a child
class by deriving from another parent class. This way, we form a
hierarchy. The child class reuses all variables and methods of the
parent class and can implement its own unique variables and meth-
ods. Lets consider the tool example to see how to use the concept
of inheritance. Select the next step button to continue.

Step 6: Say we want to create a hammer child class that belongs
to the tool parent class. Create a new instance of the tool class by
selecting the tool handle. This will cause you to grab a new copy of
a tool object.

Step 7: Now hover your mouse over the workspace box to the
right of the tool handle and click the mouse button again to drop
the tool object copy into the workspace.

Step 8: Next, select the hammerhead part to grab a copy of
the hammerhead part. Then drop the hammerhead part in the
workspace to add the hammerhead to the tool handle.

Step 9: Good job, youve created a hammer child class that has
the same variables and methods as the tool parent class as well as a
new unique method, hit. Now lets create a knife child class. Like
you did before, grab another copy of the tool object and drop it into
the workspace.

Step 10: Now grab a copy of the knife blade part and drop it in
the workspace to add the knife blade to the tool handle.

Step 11: Awesome, now youve created a second child class of
the tool parent class, the cutting tool class. This class inherits the
variables from its parent class and adds a new method, cut, as well
as a new variable, sharpness. With inheritance, you can also create
a child class of a child class that becomes part of the class hierarchy.
Lets do this by creating a scissors class that is a child of the cutting
tool class. Grab a copy of the knife object on the left and drop it in
the workspace, then grab another copy of the knife object and drop
it in the workspace to combine them.

Step 12: You got the hang of it. Now youve created the scis-
sors class which inherits everything from the tool and cutting tool
classes, and adds a new method, snip.

By using the principle of inheritance, each class adds only what
is necessary for it while reusing common logic from the parent
classes. Thats the basics! You have now finished the tutorial.

B PICTURES OF STUDY

Figure 11: Slide 1 (at Step 1)

Figure 12: Slide 2 (at Step 2)

Figure 13: Slide 3 (at Step 3)



Figure 14: Slide 4 (at Step 4)

Figure 15: Slide 5 (at Step 5)

Figure 16: Step 6 (AR Version)

Figure 17: Step 7 (AR Version)



Figure 18: Step 8 (AR Version)

Figure 19: Step 9 (AR Version)

Figure 20: Step 11 (AR Version)

Figure 21: Step 12 (AR Version)

C QUESTIONNAIRES



Figure 22: Interview Questions and Scoring Rubrics



Figure 23: Subjective Questionnaire


